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This invention relates to data handling and computing
systems applicable to industrial processes and more par-
ticularly to an improved system utilizing a unique parallel
program approach to system logic and control.

Modern industrial processes have become large and
complex in nature and require a multitude of measure-
ments for complete knowledge of process operation and
to achieve optimum control accuracy. For example, in
a modern electric utility generating unit a computer con-
trol system may have over a thousand information in-
puts. This vast quantity of information to be analyzed

and/or computed or merely displayed has resulted in the .

use of complex digital computing and data handling sys-

tems for collecting, storing and computing the data,
The typical data handling and computing system per-

forms a number of specific functions. For example, the

system may scan process variables and store information |

refating to the condition thereof, perform mathematical
computations, make set point comparisons, perform alarm
functions, log and display desired information, and logi-
cally control the process variables.

The approach generally utilized to achieve the above
functions involves the use of a high speed single channe!
general purpose digital computer having data input and
output circuits, data processing circuitry and memory
sections for data storage and storage of programs for
each of the specific functions. With this approach the
general purpose digital computer is the “brain” of the
system and controls all of the specific functions. Such
a system while capable of accurately monitoring and con-
trolling a process is subject to several limitations which
have created hesitancy on the part of many industries to
utilize the system.

One major objection to the general purpose computer
in a data handling and control system is the basic com-
plexity of the system. This in general arises from the

fact that the various programs must share the computer .

processing circuitry, stored data access circuitry and the
input and output circuitry. For example, the “store
command” cannot be used simultaneously by each pro-
gram but must be used sequentially. Similarly access
to stored data is through a single channel which must be
used alternately by the various program sections. FEach
of the programs must satisfy its particular operating func-
tion on a definite time schedule. However, when the
computer functions to control or operate the process or

plant a corrective action may be required immediately 5

taking precedence over all other specific functions of the
computer. In this case the less essential specific functions
of the system such as logging, display, etc., must be per-
formed in between the time periods when the computer
is required to operate the plant. To render the computer
compatible to this mode of operation a complex network
of programming circuitry and an ingenious interlocking
of commands is required.

The direct result of complexity in the case of the gen-
eral purpose computer is the servicing and programming
difficulty. In the case of an electric utility plant the
operators are power engineers and not computer experts,
Yet with the complexity of the general purpose computer
as discussed above a computer expert having extensive
practical training is required to service the computer or
modify its program., While this limitation is objection-
able from a cost standpoint it is even more objectionable

30

35

40

S

341

T

2

from a flexibility standpoint—for example, during emer-
gency conditions the operator may desire to modify the
operation of the plant by changing the computer program.
If a power engineer cannot immediately accomplish this
modification without the assistance of a computer expert
the value of the equipment can be questioned.

Another major limitation of the general purpose com-
puter system is the reliability problem. In many instances
a circuit failure in the computer will result in complete
inoperativeness or shut-down of the entire system due to
the many common circuits utilized sequentially by the
different program sections. Thus, while basically the gen-
eral purpose computer possesses good realiability, there
are many component failures which can result in complete
inoperativeness of the system and which due to the com-
plexity of the circuitry involved, results in a costly and
time-consuming servicing problem.

It is a principal object of my invention to provide a
data handling and computing system which is not subject
to the above mentioned limitations of the general pur-
pose computer system.

Another object of the invention is to utilize in a data
handling system a plurality of independently pro-
gramumed and functionally independent subsystems having
independent access to common data storage sections.

Another object of the invention is to provide a data
handling and computing systam which can be programmed
or serviced by semi-skilled personnel.

In one embodiment of the invention a magnetic drum
memory is provided with an input data storage section and
a plurality of memory sections for storing independently
the programs for each of the specific system functions and
the collected and computed data. Fach program is as-
sociated with a subsystem comprising an independent
group of operational components which perform only
the program function and which is operative independently
of the other program functions. One memory section
contains the computational program for a digital com-
puter and forms an independent subsystem with the comn.
puter to render the computer operation independent of
other specific system functions. The subsystems are ef-
fectively operative independently and simultaneously in
parallel from separate isolated programs, The only por-
tion of the system common to said parallel subsystems are
the data storage sections which are uniguely arranged
to enable the subsystems to extract data simultaneously
therefrom.

Other objects and advantages will become apparent
from the following description taken in connection with
accompanying drawings wherein:

FIG. 1 is a schematic illustration in functional block
diagram of the basic operation of the disclosed embodi.
ment of the invention;

FIGS. 24, 2b, 2¢ and 2d are sections of a complete
schematic illustration in functional block diagram show-
ing in more detail the operational components of the
disclosed embodiment; and

FIG. 3 is a schematic illustration in functional block
diagram of the memory input cirenitry for the system
illustrated in FIG. 2,

GENERAL DESCRIPTION

Referring to FIG. 1 of the drawings there is shown

5 schematically a magnetic drum memory 10 which is

adapted to be rotated at a constant speed by an electric
motor (not shown). As is well known to those skilled in
the art information is stored on the pheriphery of the
drum in the form of small magnetized areas each of which
forms a binary bit, magnetization of one polarity repre-
senting a binary zero and mugnetization of the other
polarity representing a binary one. This binary bit in-
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formation is stored around the circumference of the drum
in data tracks and a series of bits form a binary word.
The number of bits and words vary with the physical size
of the drum and other factors. One suitable arrangement
on which the description will be based provides for record-
ing 2,000 bits in each track, these being divided into 100
storage blocks containing as many as 20 binary bits.
Each storage block manifests a word in binary coded
form either in the nature of an instruction or a number
and may contain bit information representative of alge-
braic signs.

The drum 10 is provided with a Sync Section 12 which
is provided with at least 3 pulse tracks providing three
sets of pulses occurring at various intervals during a revo-
lution of the drum 10. From one track 2,000 bit pulses
are derived during each drum revolution from a continu-
ous channel of recorded binary omes. These bit pulses
correspond to the location of binary bits in the data
storage tracks and are denoted in FIG. 1 by the letter S.
A second track of the Sync Section 12 contains 100 bit
pulses identified by the letter A corresponding in number
and location to the binary words in the data storage tracks
to thus provide an index to word location. A third track
contains one bit pulse which produces a single output
pulse R during each drum revolution to establish a drum
zero or arbitrary zero position index. The S, A and R
pulses are utilized to establish a word address to enable
information to be read out of or writien into the informa-
tion storage tracks at a particular location. This basic
synchronism is well known to those skilled in the art and
further description is deemed unnecessary.

The system illustrated functionally in F1G. 1 com-
prises a plurality of functionally independent parallel sub-
systems 14, 16, 18, 20, 22, 24, and 26 each of which
performs its indicated subsystem functions independently
of the other subsystems. While the invention is not
limited to any particular combination of subsystem func-
tions there is disclosed for purposes of description a digital
system having an Input Data Subsystem 14 for collecting
and storing data an Alarm Subsystem 16 for comparing
the input data with preselected setpoints, an Averaging
Subsystem 18 for averaging input data, a Computer Sub-
system 20 for performing desired mathematical calcula-
tions, a Log Subsystem 22 for logging out desired data, a
Control Subsystem 24 for operating and controlling a
process such as an electric utility plant, and a Display
Subsystem 26 for providing a digital display of desired
data.

The Tnput Data Subsystem 14 functions to continuous-
ly scan a plurality of inputs which may be representative
of the instantaneous condition of process variables and in
the case of an electric utility plant may be representative
of variables such as temperature, pressure, flow rate,
generator output, et cetera.  The Subsystem 14 is pro-
vided with in general a magnetic drum memory section 28
which stores the data coliection program for controlling
the selective input switching of a plurality of inputs in
an input switch matrix 30. The scanned input data is
stored in storage tracks of a data storage section 32 of
the dram 10. The number of storage tracks in section 32
is dependent on the number of inputs. For purposes of
illustration only I have diagrammatically indicated two
data lines extending from the matrix 30 to memory sec-
tion 32 to thereby indicate the provision in the disclosed
embodiment for at least two data storage tracks.

As will be described more particularly with reference
to FIG. 2 suitable logic circuitry is effective to control a
read-write switch associated with data storage section 32
whereby input data is written on and read from the storage
tracks only during preselected drum revolutions to render
the stored data continuously available to the other sub-
systems. While the relative number of drum revolutions
devoted to read and write operation may vary with the
application of the system the logic circuitry disclosed

functions to establish write operation during alternate 7
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revolutions and read operation during the other revolu-
tions. To illustrate functionally the availability of stored
data during a read revolution there is shown two output
data lines extending from the memory section 32 to a
data bus 34. Each of the other subsystems contains logic
circuitry effective to gate desired data from this data bus
34 when the particular subsystem program function de-
mands data from a desired storage location. Thus, the
stored dala is available simultaneously in parallel to all
suhsystems.

The Alarm Subsystem 16 as fanctionally illustrated in
FIG. 1 comprises an alarm comparison system 36 which
compares the input data during alternate drum revolu-
tions with predetermined variable setpoints which may be
stored in one or more tracks of a memory section 38.
The comparison system may provide a high or low indica-
tion with respect 1o the setpoint or manifest a digital dif-
ference value depending on the requirements of a particu-
lar process. The desired alarm information obtained in
system 36 is shown functionally as being transmitted by
a data line to a memory section 40. Similar to Subsystem
14 data may be stored during alternate drum revolutions
and continuously read out during the other revolutions
into an alarm data bus 42 from which digital informa-
tion is continuously available to the other subsystems.

The Averaging Subsystem 18 is shown as comprising an
average progrant memory section 44 and an average data
storage section 46. A data averaging system 48 func-
tions in accordance with the subsystem program to averageé
successive values of preselected inputs to produce a digital
signal representative of the average. The average sO ob-
tained is written info one or more storage tracks of data
storage section 46 during alternate drum revolutions and
read out during the other revolutions into an average data
bus 50 to make the average data readily available to
other subsystems.

The Computer subsystem 20 comprises a digital com-
puter 52 to which information may be gated from buses
34, 42, 50 for computation in accordance with a com-
puter program stored in a memory section 54. Computed
data is similarly written into one or more storage tracks
of memory section 56 during alternate drum revolutions
and continuously read out into computed data bus 58
during the other revolutions. The digital computer 52
thus performs only the function of data computation and
is not utilized to coordinate the entire system.

The Log Subsystem 22 functions to log out selected
information during alternate drum revolutions and is func-
tionally illustrated in FIG. 1 as comprising a printer 60
to which data may be gated from buses 34, 42, 50, 58.
The desired data is gated from the data buses in accord-
ance with a log program stored in a memory section 62.

The Control Subsystem 24 is functionally illustrated as
including a control program memory storage section 66
and a control logic unit 68 which gates selected data from
the buses 34, 42, 50 and 58 and maodifies the process op-
eration or control accordingly. The control subsystem
being functionally independent can operate continuously
to modify the process operation without interfering with
or defaying the other subsystem functions.

Display Subsystem 26 enables the operator to manually
effect a visual display of any stored data practically in-
stantaneously upon actuation of a suitable control switch.
This Subsystem also functions by means of its own logic
circuitry to gate selected data from data buses 34, 42, 50
and 58 independently of the other subsystems to render
the display function independent of the other specific func-
tions.

The basic system concept as functionally illustrated in
FIG. 1 thus conteniplates the provision of a plurality of
parallel operating data subsystems each of which performs
its designated function independently of the other subsys-
tems. This non-interdependence concept coupled with
the simultaneous availability of data to all subsystems ren-
ders the system extremely flexible and basically simple in
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nature. Programming simplification is achieved in that
each subsystem need only be individually programmed
to perform a single function without regard to operation
of other specific system functions.

SYNC SECTION 12—FIG. 2a

Referring now to FIG. 2a of the drawings, which il-
lustrate the functional components of the Sync Section
12, Input Data Subsystem 14, and Alarm Subsystem 16
there is shown three read heads 90, 92 and 94 associated
with the Sync Section 12 to continuously read out the
sync pulses from the three pulse storage tracks contain-
ing the S, A and R pulses. Read amplifiers 96, 98, and
100 accept the low level pulse signals from the heads 90,
92, and 94 respectively and amplify and shape them
into the indicated output pulses S, A, and R for use
throughout the system. A master address counter 102
receives the word pulses A as stepping pulses and the
drum origin or R pulses as clearing pulses. With this
arrangement the counter 102 is advanced once in re-
sponse to each A pulse and cleared once every drum revo-
lution in response to the R pulse to establish an output sys-
tem address signal SA representative of the angular posi-
tion of drum 10 and the particular word locations in the
various memory storage tracks relative to the associated
reading heads. This method of establishing a system ad-
dress is well known to those skilled in the art and fur
ther description is deemed unnecessary,

INPUT DATA SUBSYSTEM 14—FIG. 24

This subsystem functions to control the input scan-
ning of a plurality of analog (or digital) inputs representa-
tive, for example, of process variables. The subsystem
functions in accordance with a program stored in one or
more storage tracks of memory section 28 which is il-
lustrated as having a pair of read-write heads 104, 106
for reading information from or writing information into,
in this case two data storage tracks. The read and write
functions of heads 104 and 106 are controlled by a read-
write switch 108 which normally receives read instruc-
tions from the subsystem switch logic circuitry functional-
ly illustrated by block 110 but which at predetermined in-
tervals is controlled by a program input and display cir-
cuit illustrated in FIG. 3. As will later be described, the
memory input or display circuit illustrated in FIG. 3
is rendered operative only during certain drum revolu-
tions to thus apportion the operating time between read
operation under the control of logic circuit 110 and pro-
gram entry and display under the control of the circuit of
FIG. 3. While the time available for each of these fune-
tions will vary with requirements of the process one suit-
able schedule contemplates read operation of switch 108
under the control of logic circuit 116 for 30 continuous
drum revolutions and then write operation under the
control of the circuit of FIG. 3 during only the 31st revo-
lution resulting in approximately 39 of the operating
time being available for program entry and display.

During operation of switch 168 in response to a read
command from switch logic unit 116 a binary word com-
prising a combination of pulses is read from one of the
data storage tracks of memory section 28, amplified and
shaped by a read amplifier 112 and received in an input
program shift register 114 having a series input and a
parallel output. During the transfer of a word from
memory section 28, S pulses are gated through a cate 115
controlled by logic circuit 110 and applied to the shift
circuit of register 114 to effect input shifting of the
serial bit information into the shift register flip-flops.

The shift register 114 functions in a manner well known
to those skilled in the art to store statically the instruction
word thus transferred out of the memory section 28 until
the next word is transferred upon completion of the opera-
tions required by the stored instruction. Within the reg-
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ister 114 the data transferred serially out of the memory
section 28 is stored in parallel form in the proper shift
register flip-flops.

Within the shift register 114 the instruction is thus
stored as a combination of binary bits similar to those
stored in the memory section 28. A decode logic unit
116 functions to convert these bit combinations into sep-
arate or discrete signals representing each instruction. To
illustrate functionally the circuitry associated with decode
logic unit 118 for carrying out the instructions I have
shown schematically an input program control circuit 118
connected to the output of decode logic unit 116 by an ap-
propriate data line.

In the application of the invention disclosed the primary
function of the Input Data Subsystem 14 is to scan a plu-
rulity of analog inputs representative of process variables
which in FIG. 2a are represented by a plurality of input
data lines connected to input switch matrix 39. Normally
a binary word transferred into register 114 from memory
section 28 contains an instruction to scan a particular in-
put. The decode logic unit 116 through input program
control circuit 118 functions in response to the scan jn-
struction to cause the selected input to be connected
through switch matrix 30 to the input of an analog manip-
ulator 128 which may function to medify the gated input
signal in accordance with a second instruction contained
in the stored binary word. The output of analog manipu-
lator 120 is illustrated as transmitted by a data line to an
analog to digital converter unit 122 where the medified
analog input signal is converted to binary coded decimal
form.

The binary coded decimal output of converter 122 rep-
resentative of the scanned input variable ig serially trans-
mitted as illustrated Tunctionally by the connecting data
ling through a gate 124 controlied by input program con-
trol circuit 118 to a data shift register 126 having a series
input and a series output. The S or hit pulses are sup-
plied to the shift circuit of register 126 through a gate 128
controlled by input program control circuit 118 to effect
input shifting of the pulse combinations representative of
the scanned analog input. Tn shift register 124 the input
data is stored for serial transfer into a storage track of
data storage memory section 32.

The data storage memory section 32 is shown as pro-
vided with two read-write heads 129 and 130 which serve
two data storage tracks of the magnetic drum 10, A pair
of read-write ampiifisrs 132 and 134 controlled by a read-
write logic circuit 13§ are associated with heads 129 and
139 respectively and serve to shape and amplify the pulse
combinations to be read from or to he written into the
associated storage tracks. As shown schematically by the
connecting data lines, binary data is adapted to be trans-
ferred from shift register 126 to cither amplificr 132 or
amplifier 134 for amplification and insertion into a desired
track of section 32 as selected by rcad-write logic circuit
136,

As previously mentioned, stored data is rreferably made
available to other sysiem subsystems continuously or at
periedic intervals, While the interval of availability de-
pends upon the particular application of the system the
read-write logic circuit 124 preferably functions to render
the stored data available on alternate drum revolutions by
transmitting appropriate read and write commands to the
read-write ampiifiers 132 and 134 as functionally illus-
trated by the connecting datn lines. During a write op-
eration data is transferred from register 126 through one
of the amplificrs 132 and 134 to the associated storage
track while during a read operation data is continuously
read from the storage tracks by both amplifiers and trans-
mitted by the associated output data lines into the sub-
system data bus 34 which functionally illustrates the avail-
ability of the stored dota to the other subsystems.

This basic read-write logic is accomplished through the
provision of a flip-flop circuit 138 which receives R pulses
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from the Sync Scction 12. During each drum revolution
the R pulse generated by Sync Section 12 causes the flip-
flop 138 to switch between its two output states and to thus
establish one output state during alternate drum revolu-
tions and a second output state during the other revolu-
tions. One output state of flip-flop 138 is effective through
Jogic circuit 136 to establish selective write operation of
amplifiers 132 and 134 and the other output state is effec-
tive to establish read operation of the amplifiers to thus
establish the desired logic whereby stored data is available
on alternate drum revolutions.

Referring now back to the input scanning system which
is operative in accordance with the input program stored
in memory section 28, a typical circuit in block diagram
is illustrated for achieving address selection during read
operation of switch 108. More particularly, there is
shown an address comparison circuit 140 which receives
the system address signal SA from the Sync Section 12
and the output signal of an input program address countcr
142 which is stepped or incremented by input program
control 118. The output of counter 142 is representative
of the address of a word in memory section 28 to be trans-
ferred into shift register 114, With the simple input scan-
ning function of Subsystem 14 illustrated in FIG. 24, the
program words stored in each data track may be arranged
to be sequentially read out in the order of storage. In
this case input program control circuit 118 upon comple-
tion of the operations instructed by a word in shift regis-
ter 114 is effective to step the counter 142 once to thereby
cause the counter 142 output to be representative of the
address of the next word in the storage track. Address
Comparison Circuit 140 functions to compare the desired
word address with the system address signal SA to estab-
lish a read instruction signal at coincidence which is
effective through switch logic circuit 110 to effect read
operation of the switch 108. The word stored at that
address is then transferred from memory scction 28 to
input program shift register 114.

It will be obvious to those skilled in the art that logic
circuit 110 may be provided with suitable circuitry opera-
tive in conjunction with othet functional units to provide
systematic selection of storage tracks within memory sec-
tion 28 and that input program control 118 may be ar-
ranged to establish non-incremental actuaticn of counter
142 to read words from memory section 28 in non-sequen-
tial order.

Referring now to operation of Subsystem 14 assume for
purposes of illustration that it is desired to scan five in-
puts a second or thus one input every 200 milliseconds and
that one drum revolution requires 33 milliseconds. Thus,
approximately 6 complete drum revolutions will occur
during the scanning of one input in a time period of 200
milliseconds.

During this 200 millisccond time period read oporation
of amplificrs 132 and 134 will occur during 3 altcrnate
revolutions and write cperation will occur during the
other 3 alternate revolutions in accordance with the logic
established by flip-flop 138. Thus, every 66 milliscconds
the read-write amplificrs 132 and 134 function to read the
information stored in data storage section 32 to render it
available to other syslem subsystems.

Since read-write switch 108 is utilized for program en-
try and display only during every 31st drom revolution
consider this switch available for read operation under
the control of logic circuit 110 during the entire 200
millisecond period being considered. The following table
identified as Table A may be utilized to indicate the func-
tions of switch 108 and amplifiers 132 and 134 during each
of the six 33 millisecond time periods forming a 200 mitli-
second time period during which one input is scanned.
The 6 successive time periods of approximately 33 milli-
seconds have been numbered 1 through 6 for purposes
of identification.
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Table A
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It will be apparent that during periods 2, 4, and 6
read-write amplifiers 132 and 134 are continuously avail-
able to read information from the data storage memory
section 32 independently of operation of the other com-
ponents of the Subsystem 14. Thus, previously stored
data is continuously available to Subsystems 16, 18, 22
and 24 during the scanning operation of Subsystem 14.

Utilizing the same six time periods as a time schedule
a typical sequence of operation of the Subsystem 14 com-
patible with the availability of amplifiers 132 and 134
and switch 108 would take place as outlined in Table B.

Table B
Time period: Operation

1 (33 ms.) -——- Word transferred from memory sec-
tion 28 into register 114.

2 (33 ms.) —-—- Input gated to analog manipulator
120.

3 (33 ms.) -—-— Analog to digital conversion of in-
put in converter 122,

4 (33 ms.) ———- Output of converter 122 transferred
to shift register 126.

5 (33 ms.) ... Transfer of data in shift register 126
to memory section 32.

6 (33 ms.) __.. Counter 142 incremented by one.

As outlined on Table B, during the time period No. 1,
read-write switch 108 will function in response to a read
instruction from lagic circuit 110 to transfer a word from
a selected storage track of memory section 28 to shift
register 114, During time period No. 2 the input selected
oy the transferred word is gated through switch matrix 118
into analog manipulator 120 where it is modified in ac-
cordance with instructions contained in the word. During
time period No. 3 the modified analog signal is converted
to binary decimal form in converter 122. During time
period No. 4 the binary coded decimal output of converter
122 is transferred through gate 124 into shift register
126. During time period No. 5 in which, as indicated on
chart A, read-write amplifiers 132 and 134 are operative
to write information into their associated storage tracks,
the binary word is transferred into one of the storage
tracks determined by read-write logic unit 136. To com-
plete the cycle, input program control 118 functions dur-
ing time period No. 6 to increment counter 142 to mani-
fest the next word address.

The function of the data storage memory section 32
is basically to store the most recent data concerning each
of the system inputs, each piece of data being updated
during each scanning cyvcle. During read operation of
the read-write amplifiers 132 and 134 during alternate
drum revolutions the most recent data is rendered avail-
able to all other subsystems, It will be apparent that if
each storage track of memory section 28 contains 100
words corresponding to 100 inputs only 20 seconds will be
required to scan 100 inputs. However, during the scan-
ning operation all data stored in memory section 32 is
available every 66 milliseconds to the other subsystems.
With available data handling equipment the speed of op-
eration of the Subsystem 14 can be greatly increased above
that described. However, a scanning speed of five inputs
per second has been found appropriate for many indus-
trial process applications such as modern electric utility
generating plants,
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ALARM SUBSYSTEM 16—FIG. 24

The Alarm Subsystem 18, averaging Subsystem I8 and
Computer Subsystem 2§ are cach provided with a memory
program or setpoint storage section on drum 10 and a
storage section for data derived in the particular sub-
system. With respect to each of these subsystems the
mode of operation utilized in reading program instructions
or data from the memory section, and in storing derived
data is generally similar to that described for the Input
Data Subsystem 14. Thus, for purposes of simplifica-
tion, the time sequence of operation of the various com-
ponents of Subsystems 16, 18 and 20 will not be described
in detail it being within the capabilities of one skilled
in the art to readily understund the logic and operations
involved.

The Alarm Subsystem 16 memery seclion 38 is similarly
provided with a read-write switch 159 associated with in
this case four read-write hcads 152, 134, 156 and 158
which are in turn associated with four data storage tracks
of the memory seclion 38. In the arrangement shown, set
point data for each of the system inputs is stored in
memeory section 38 in binary decimal form in the sanc
rianner as the data stored in memory sections 28 and 32
and in corresponding storage track focations. Depending
on the application of the system, the memory section 38
may contain both a high and low set point for each of the
system inputs or may contain a single average set point
in binary decimal form.

In FIG. 24, I have illustrated Subsyslem 16 as operative
to perform both high and low setpoint comparisons
tarcugh the provision of a pair of data storage tracks in
section 38 for each storage track of memory section 32,
one of each puir containing a high setpoint and the other
contuining a low setpeint. Thus, Subsystcm 16, as ar-
ranged in FIG. 2« functions to compare in sequence each
picce of stored dala in memory section 32 with both a
high and low setpoint to produce both high and low alarm
duta, which may be stored in memory section 49 and as
will subsequentiy be described, logged out in Subsystem
22 and/or visually displayed in Subsystem 26. [t will be
apparent, however, that suitable programming may be pro-
vided to achieve selected setpoint comparison and/or to
produce @ digital difference value in respect to an average
setpoint,

Similar to read-write switch 168, switch 180 is also
rendered uperative to read data from the memory section
38 under the control of logic circuit 160 during 30 con-
secutive drum revolutions, and rendered operative for set-
point data entry or display under the control of the circuit
of FIG. 3 during only the 31st drum revolution. This
logic is establithed by the circuiiry illusirated in FIG. 3
to permit entry of new setpoints when required by varia-
tions in the process conditions.

Operation of read-write switch 159 is controlled by
a switch logic circuit 169. 1In response to a read commuand
from logic circuit 160, a binary word comprising a com-
bination of electrical pulses is read from a sclecied data
storage truck of memory section 38, amplified and shaped
by a read amplifier 162, and received in a setpoint shifi
register 164 having a series input and series ocutput. To
effect the transfer of a word into shift register 164, S
pulses are gated through a gate 166, also controlled by
switch logic circuit 162, In this manner a binary word
containing setpoint data is transferred from the appropri-
ate memory locaiion into the shift register 164 flip-Hops,

Switch logic circuit 169 is functionally illustrated in
FIG. 2a as being controlled by control circuit 168, The
control circuit 168 functions to effect the described opera-
tion of logic circuit 160 in efTecting the sequential transfer
of words from memory scction 38 to shift register 164,
and also to control the gating of data from input data
bus 34 for comparison with the high and low setpoint data
in alarm comparison circuit 36. Control circuit 168 is
functionally illustrated as controlling a gate 172 through
which input data is trensmitted from bus 34 into a data
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shift register 174. S shift pulses are supplied to shift
register 174 by gate 176 controlied by control circuit 168.

Similar to the Subsystem 14, the Alarm Subsystem 16
is also provided with an alarm address counter 178 and
an address comparison circuit 188 to establish a subsys-
tem coincidence signal for switch logic circuit 160, Sim-
ilar to Subsystem 14 control circuit 168 functions at the
end of exch setpoint comparison to increment counter 178
to establish a signal representative of the next word loca-
tion.

Alarm comparison circuit 36 functions under the contral
of control 168 to compare the input data currently in data
shift register 174 with the corresponding setpoint data in
setpoint shift register 164 to establish a signal representa-
tive of the condition of a puriicular input. If the subsys-
tem is utilized 1o merely manifest high or low alarm
conditions, the output of comparison circuit 178 will have
two possible states with respect to each setpoint com-
parison. Namely, normal or off normal.

The output of alarm comparison circuit 170 is shown
as transmitted through a gate 182 controlled by control
circuit 163 to a data shift register 184, which receives S
shift pulses through a gate 186 also controlled by control
circuit 168. From shift register 184 the alarm data is
transmitted to one of a pair of read-write amplifiers 187,
188 associated with read-write heads 198, 192, Similar to
the previously described subsystems, the amplifiers 187,
188 are controlled by a logic circuit 194 associated with
a flip-flop 196 to establish read operation of the amplifiers
during alternate drum revolutions and write operation dur-
ing the other revolutions. To illustrate the continuous
availability of the stored alarm data to the other sub-
systeins the alarm data bus 42 is connected to read-write
amplifiers 187, 188.

AVERAGING SUBSYSTEM 18—FIG. 2

) The averaging subsystem 18 illustrated in FiG. 2b fune-
tions to average successive values of sclected inputs in
accordance with a predetermined program stored in one
or more storage tracks of memory section 44 and func-
tions to store the average data in memeory section 46.
Similar to the Input Data Subsystem 14 the Subsystem
18 includes a pair of read-write heads 200, 202 which are
alssociated with two data storage tracks in memory sec-
tion 44, a read-write switch 204 controlled by a switch
logic circuit 206, a read amplifier 208 for amplifying and
shaping the pulse data read from the memory section 44,
an avqraging program shift register 210 to which pro-
gram instructions are transmitted from memory section
44, a gate 212 controlled by logic circuit 206 through
which S pulses are transmitted to shift register 210 to
effect input shifting thereof, an average program decoder
214, an average program control circuit 216, an address
comparison circuit 218, and an average program address
counter 220. Similar to Subsystem 14 these functionally
represented components effect transfer in a predetermined
sequence of program instruction words from desired stor-
age tracks of memory section 44 into shift register 214,
Each instruction word is decoded by decoder 214, and
circuit 216 functions to effect the averaging operation in-
structed by the word. At the end of the averaging op-
eration, control circuit 216 functions to increment counter
220 to initiate transfer of the next word from memory
section 44 into shift register 210. As in the case of Sub-
system 14, switch logic circuit 206 functions to effect read
operation of switch 204 during 30 consecutive drum
revolutions while the circuitry illustrated in FIG. 3 func-
tions to establish read and write operation thereof during
each 31st revolution to permit prosram entry during ap-
proximately 3% of the subsystem operating time,
Subsystem 18 is further functionaily illustrated as in-
cluding a gate circuit 222 controlled by control circuit 216
for selectively gating desired input data from input data
bus 34 into a data shift register 224, which receives S
shift pulses through a second gate 226 controlled by con-
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trol circuit 216. Average computer 48 serves to collect
and average successive values of selected input variables
to establish an output representative of the average. The
average is transmitted through a gate circuit 230, con-
trolled by control circuit 216, into a data shift register
232 which receives S shift pulses through a gate 234 also
controlled by control circuit 216. From shift register 232
average data is transmitted to a read-write amplifier 236
associated with a read-write head 238 for effecting entry
of the average data into at least one storage track of
memory section 46. The read-write amplifier 236 is also
associated with a flip-flop 239 and a read-write logic cir-
cuit 240 to establish write operation of the read-write am-
plifier 236 during alternate dram revolutions and read
operation thereof during the other revolutions. To itlus-
trate the availability of the average data, I have shown
average data bus 50 connected by a data line to read-
write amplifier 236.

In operation of the Subsystem 18 assume that a word
transferred from memory section 44 to shift register 210
contains an instruction to average the values of a par-
ticular input during ten consecutive scan cycles of Input
Data Subsystem 14. In response the control circuit 216
will function to gate ten consecutive input values of the
selected input from data bus 34 through gate 222 and
shift register 224 into average computer 48 which may be
provided with a memory circuit sufficient to store the ten
consecutive readings. When ten values have been col-
lected average computer 48 functions to divide the sum
by ten to produce an average which is entered into stor-
age in memory section 46 from where it is available to the
other subsystems as functionally illusirated by data bus
50. At the end of the averaging operation the average
program control circuit 216 will function to increment
counter 220 to effect transfer of the next instruction word
from memory section 44 into shift register 210. In this
manner the Subsystem 18 will function to continuously
average values of selected inputs in accordance with in-
structions stored in memory section 44.

COMPUTER SUBSYSTEM 20—FIG. 25

This subsystem provides a means for performing ex-
acting complex calculations completely independent of
the input scanning and other subsystem functions, there-
by eliminating the need for complex programming cir-
cuitry in the computer itself. The computer subsystem
is used only to compute data, and is not eperational in the
sense that it must be concerned with the real time require-
ments of the other system functions.

Computer program memory section 54 is provided with
a pair of read-write heads 241, 242 which cioperate with
a read-write switch 244 controlled by a switch logic cir-
cuit 246. Similar to the other subsystems, the Subsystem
20 includes a read amplifier 248, a computer program
shift register 250, which receives S shift pulses through
a gate 252 controlled by switch ogic circuit 246, an address
comparison circuit 254, an address counter 256, and a
computer program transfer control circuit 260. Similar
to the previously described subsystem this circuitry en-
ables computer program instructions to be transferred out
of memory section 54 into shift register 250 for subse-
quent entry into the computer 52 memory. A manual
control circuit 261 is provided for manually initiating a
transfer of program instructions.

The Subsystem 20 contemplates the use of a general
purpose digital computer 52. One suitable computer, for
example, is the commercially available Packard Bell 250
computer.

To permit the computer 52 to operate upon its own
time cycle, program information is preferably transferred
from shift register 250 through a gate circuit 262, con-
trolted by control circuit 260 into a buffer shift register
264 from which the program information is transferred
into the computer under the control of the computer,
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which generates shift pulses as indicated for shift regis-
ter 264.

A computer data input control circuit 266 functions
to control the gating of data from buses 34, 42, and 50
through a gate circuit 268 into a data shift register 270
in accordance with instructions generated by computer 52
as indicated by the interconnecting data lines. The shift
register 270 is supplied with S shift pulses through a
gate 272 controlled by control circuit 266. Data is trans-
mitted from shift register 276 through a gate 274 to a
buffer shift register 276 from which the data is trans-
ferred to the computer 52 in response to shift pulses
generated within the computer.

Data computed by the computer 52 is received in a
buffer shift register 280 which also receives shift pulses
gencrated within the computer. The computed data is
transmitted from shift register 280 through a gate con-
trolled by control circuit 266 to computed data shift
register 284 which receives S shift pulses through a gate
286 also controlled by data input control circuit 266.
From shift register 284 the computed data is transmitted
to a read-write amplifier 288 associated with a read-
write head 290 of memory section 56. Amplifier 288
may also be controlled by a fiip-flop 294 and a logic
circuit 296 similar to the other subsystem data storage
sections to effect read operation of switch 288 during
aliernate drum revolutions and write operation during
the other revolutions. Thus, during alternate drum
revolutions stored computed data is readily available to
the other subsystems as illustrated functionally by the
data line connecting amplifier 288 with computed data
bus S8,

In operation of Subsystem 29 memory section 54 com-
prises a slow permanent memory, which has a basic com-
putational program stored therein. In accordance with
instructions established by computer program transfer
control 260 program information is transferred from the
memory section 54 to the higher speed smaller memory
of the computer 52 whereupon the computer functions in
accordance with its own time schedule to perform the
instructed computations. The memory section 54 may
also contain auxiliary programs which can be utilized
during different operating conditions of the process.

1.OG SUBSYSTEM 22—FIG. 2¢

The Subsystem 22 functions to log out selected data
by means of printer 60 in accordance with a program
stored in memory section 62. Memory section 62 has
associated therewith a pair of read-write heads 297, 298
and a read-write switch 299 controlled by a switch logic
circuit 300. The Subsystem 22 further concludes, sim-
ilar to the other subsystems, a read amplifier 302, a log
program shift register 364 which receives S shift pulses
through a gate 306 controlled by switch logic circuit 300,
a log program decoder 388, a log program control circuit
310, an address comparison circuit 312, and an address
counter 314. Similar to Subsystem 14, program instruc-
tions are transferred from the memory scction 62 into
shift register 304 whereupon log program control 310
functions to carry out the log program instruction and
then increment counter 314 to effect read out of the next
instruction. Approximately 3% of the operating time
is also devoted to program entry and display similar fo
the other subsystems, as will be described more specific-
ally in connection with FIG. 3.

Log program control circuit 310 functions in response
to insiructions contained in memory section 62 to con-
trol the gating of selected data from data huses 34,
42, 50, and 58, through a gate circuit 316 into a shift
register 318, which receives S shift pulses through a gate
circuit 320 controlled by control circuit 3§0. A printer
control circuit 322 controlled by log program control
circuit 310 functions to actuate printer 64 to log out the
data in shift register 318.
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Subsystem 22 may be arranged to sequentially log out
selected data arrived in other subsystems according to
the program stored in memory section 62, and to con-
tinuously repeat the log cycle. Preferably, however, the
Subsystem 22 is arranged to continuously operate on a
time schedule with only a periodic logging out of desired
data. To this end 1 have shown in FIG. 2¢ a clock 324,
and logic circuit 326, associated with log program con-
trol 310 and printer control 322, to automatically effect
commencement of a log cycle at predetermined intervals
of time such as for example every 30 minutes. In the
event it is desired to log out the data before expiration
of a time period, there is provided a suitable manual
start circuit 330, which enables a log cycle to be com-
menced through manual actuation of a switch.

CONTROL SUBSYSTEM 24—FIG. 2¢

Subsystem 24 functions to utilize data derived in other
subsystems to adjust or modify a process control system
322, or to establish the primary control indices for the
control system. Subsystem 24 also includes a pair of
read-write heads 334, 336 associated with a read-write
switch 338, a switch logic circuit 340, a read amplifier
342, a control program shift register 344, which receives
S shift pulses through a gate circuit 346 controlled by
logic circuit 340, a control program decoder 348, a
control circuit 350, an address comparison circuit 352
and an address counter 354,

Similar to the other subsystems, this circuitry enables
control program instructions to be transferred out of
memory section 66 into shift register 344, the control
circuit 350 being operative to initiate the control actions
contained in the instruction through the agency of a con-
trol logic circuit 356. The contro! circuit 350 functions
in response to control instructions requiring data from
other subsystems to control the gating of selected data
from buses 34, 42, 50 and 58, through a gate 358 into
a data shift register 360, which receives S shift pulses
through a gate 362 controlled by control circuit 350.
Control logic circuit 356 utilizes the data in shift register
360 to modify the operation of the process control system
332 according to the program instruction in shift register
344.

The arrangement of Subsystem 24 coupled with the
continuous availability of the data from other subsystems
establishes complete independence of the control function
from the other subsystem functions eliminating the need
for time sharing the equipment to insure adequate
control.

DISPLAY SUBSYSTEM 26—F1G. 24

Subsystem 26 is provided to effect visual display to an
operator or observer of data in any of the data storage
memory sections 32, 49, 46, 56 without interfering with
the other subsystem functions. The subsystem 26 includes
a digital display unit 364 having numerical indicators po-
sitioned by a suitable display drive 366. A plurality of
gating circuits controlled by a control circnit 368 and
represented by a single functional block 37¢ are associated
with data buses 34, 42, 50 and 58 for gating selected
data from the data buses during read operation of the
read-write amplifiers associated with the varicus data
storage memory sections. A selected piece of data in
binary decimal form is gated from one of the data buses
into a shift register 372 which receives S shift pulses
through a gate 374 controlled by display control circuit
368. The binary word thus transferred into shift reg-
ister 372 is decoded by decoder 376 and utilized to posi-
tion display drive 366 to effect a visual display of the data
by display unit 364.

The subsystem 26 also includes a manual address selec-
tor 378 which can be operated manually to establish a
word address signal input to an address comparison cir-
cuit 380. Address comparison circuit 380 functions to
compare the manual address signal derived in selector 378
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with the system address signal SA to establish a coinci-
dence signal which initiates operation of control circuit
368 to read the selected word from its storage track dur-
ing alternate drum revolutions when stored data is avail-
able through operation of the logic circuits previously de-
scribed.

Subsystem 26 makes use of the feature of continuous
data availability to provide a practically instantaneous
display of selected data upon a request therefor. Similar
to the other subsystems the display function may be uti-
lized continuously if desired without interfering with the
other subsystem functions.

PROGRAM ENTRY—FIG. 3

In FIG. 3 1 have illustrated by functional components in
block diagram a circuit for establishing read and write
operation of read-wrile switches 108, 159, 204, 244, 298,
and 338. As previously stated, this circuit uniquely es-
tablishes a read operating condition of the read-write
switches 108, 150, 2064, 244, 298 and 398 during 30 con-
secutive drum revolutions under the control of logic cir-
cuits 110, 160, 206, 246, 300 and 349 and read and write
operation during the 31st revolution under control of the
circuit of FIG. 3 to render the switches available for pro-
gram entry or display during approximately 3% of the
operating time.

The subsystem illustrated in FIG. 3 comprises an ad-
dress selector circuit 380 for establishing a signal represen-
tative of the location at which program information is to
be entered into or read from the memory. An address
comparison circuit 382 functions to compare this signal
with the system address signal SA to establish a coin-
cidence signal. An input program control circuit 384
functions in response to the coincidence signal and also in
response to a signal derived in a circuit 386 during each
31st drum revolution to effect write or read operation of
one of the switches 108, 150, 204, 244, 298 and 338
through a switch logic circuit 388, which selects the par-
ticular read-write switch and read-write head according
to the memory location selected by the operator.

Input program words are entered into the system by
means of a suitable device 390 controlled by an input-
ouiput control circuit 384, The input program words are
received in a shift register 392 which receives S shift pulses
through a gate circuit 394 controlled by circuit 384. From
shift register 392 the program words are transmitted
through a gate 396 and write amplifier 398 to the read-
write switches 108, 150, 204, 244, 298 and 338.

Referring to circuit 386, which establishes a signal
during each 31st drum revolution to initiate operation of
input control circuit 384, there is shown a normally open
gate 400 which receives R pulses from the sync Section
12. The R pulses are normally conducted through gate
4900 to a counter comprising a pair of counters 4@2 and
404. The counter 402 counts the R pulses to the base
10, and establishes an output signal to an And circuit
406 and a carry input signal to counter 404 upon the oc-
currence of each ten R pulses. Counler 404 becomes op-
crative upon the occurrence of the thirtieth R pulse to es-
tablish a second input to And circuit 446 causing the same
to establish an output signal representative of the exist-
ence of both inputs. A memory circuit 408 responsive to
the output of And circuit 406 functions to close gate cir-
cuit 400 and to establish conduction of the next or thirly-
first R pulse through a gate 41¢ to the input control cir-
cuit 384.

The circuit 386 thus functions to count thirty consecu-
tive R pulses and then to open gaie 410 to transmit the
thirty-first R pulse to control circuit 384 to initiate opera-
tion thereof. Following application of the thirty-first R
pulse to control circuit 384 the circuit 386 funclions to
repeat the counting cycle.

To modify or change the program the operator inscrts
program data by means of device 390 and selects the
memory address by means of address selector 380. Dur-
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ing the 31st drum revolution input program control 384
is rendered operative by the R pulse conducted by gale
circuit 410 and upon occurrence of a coincidence signal
from address comparison circuit 382 effects transfer of
data in shift register 392 into the proper storage track of
drum 16 selected by switch logic circuit 388.

In addition to providing a means for program entry,
the circuit of FIG. 3 also includes means for displaying
to an operator, the program data in each of the program
memory sections, Similar to program entry operation the
operator selects the memory address by means of address
selector 380, and switch logic circuit 388 functions in re-
sponse to the display instruction to establish read opera-
tion of the switches 108, 150, 204, 244, 298 and 338. A
selected program word is read from jts data track and
into a read amplificr 412 and through a gate 414 con-
trolled by input-output control circuit 384 into shift
register 392. A decoder 416 functions to decode the pro-
gram word stored in shift register 392 to establish a con-
trol signal for display drive 418 which functions to posi-
tion the numerical indicators of a digital display unit 420.

SUMMARY

It will be apparent that the disclosed data handling and
computing system provides complete independence of the
various specific system functions eleminating the time
sharing of equipment and the need for complex program-
ming. Input Data Subsystem 14 functions continuously
to scan a plurality of inputs in accordance with a program
stored in memory section 28 and to store the scanned
input data in memory section 32 from where it is con-
tinuously available to the other subsystems through al-
ternate read-write operation of read-write amplifiers 132
and 134,

Alarm Subsystem 16, Averaging Subsystem 18 and
Computer Subsystem 20 function in a similar manner
utilizing the continuously available data in memory sec-
tion 32 and/or memory sections 40, 46, and 56 to per-
form their separate subsystem functions in accordance
with the programs stored in memory sections 38, 44, 54.

Similar to the Subsystem 14 the data derived in Sub-
systems 16, 18 and 20 is stored in data storage sections
40, 46 and 56 from where it is continuously available to
the other subsystems through alternate read and write
operation of the associated read-write amplifiers.

The continuous availability of the data stored in mem-
ory sections 32, 40, 46 and 56 can be emphasized by
consideration of the rotational speed of the drum 10.
Assuming that one drum revolution occurs in thirty-three
milliseconds as described in connecton with Subsystem
14 then any of the parallel subsystems can obtain a word
from one of the data storage sections within sixty-six
milliseconds. The stored data is available to one or all
subsystems at the same time, and the continuous avail-
ability may be analogized with a dial telephone system
where anyone can dial a special number and listen in on
a broadcast or announcement of the current weather.

1t will be apparent that data stored in the various sub-
systeml memory seclions may be utilized by the other sub-
systems in any desired manner depending on the stored
programs. For example Alarm Subsystem 16 may be
programmed to make setpoint comparisons of the com-
puted data stored in section 56 and average data stored
in section 46. Averaging Subsystem 18 may be pro-
grammed to average computed data stored in section 56.
Such additional data handling functions may be readily
incorporated by modifying the program in the subsystem
involved to gate the neceded data from the appropriate
data buses. Thus, the parallel subsystem arrangement
coupled with the continuous availability of stored data
renders the system extremely flexible and capable of being
easily modified by process engineers to incorporate addi-
tional functions.

The Log Subsystem 22 and Display Subsystem 26 have
particular utility jn the parallel data handling system
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disclosed in that any piece of stored data may be prac-
tically instantaneously logged out or visually displaced
upon an instruction from an operator without interfering
with the various subsystem functions.

One of the most important features of the invention
is the inclusion of digital computer 52 within the inde-
pendently operative Subsystem 20 where it is only used
to compute data and is not operational in the sense that
it must be concerned with the real time requirements of
the process. This parallel subsystem location of the com-
puter 52 eliminates the complex computer program gen-
erally encountered in a system utilizing the general
purpose computer approach described in the introductory
remarks. With the parallel system described the com-
puter is relieved of directing the functions of data col-
lection, alarm, averaging, logging, display and control,
and need only be provided with a simple computational
program from which it operates on its own time schedule
completely independent of the other subsystems.

The programing simplicity achieved through use of a
plurality of independently operating parallel subsystems
renders the data handling system particularly valuable to
a process industry such as an electric utility company.
Each subsystem operates from its own independent pro-
gram which may be easily modified by a power engineer
without the assistance of a computer expert. The pro-
gram in any of the subsystems may be changed without
interference with the other subsystem programs, or any
one subsystem may be removed from service completely
either intentionally or because of equipment failure with-
out interference or inter-action with the other subsystems.

The provision of independent subsystems also renders
the system more adaptable to actual control of a process.
The Control Subsystem 24 is continuously operative or
availabel to modify control of the process. With the
general purpose computer approach discussed in the in-
troductory remarks the system operating time must be
divided among several system functions resulting in only
periodic availability of the system for control purposes.

While one embodiment of the invention has been here-
in shown and described, it will be apparent to those skilled
in the art that many changes may be made in the arrange-
ment and construction of parts without departing from
the scope of the invention as defined in the appended
claims.

What I claim as new, and desire to secure by Letters
Patent of the United States, is:

1. In a data handling system for performing a plural-
ity of specific system functions, the combination com-
prising, a memory having a plurality of separate sections
containing operational programs for each of the specific
system functions respectively, and a plurality of function-
ally independent data handling subsystems associated with
said memory sections respectively for performing the spe-
cific system functions in accordance with said operational
programs.

2. In a data handiing system for performing a plurality
of system functions, the combination comprising, a mem-
ory having a plurality of memory sections, a plurality of
functionally independent subsystems for performing said
system functions respectively, each of said subsystems
having a program storage section in said memory con-
taining an operational program for the subsystem and
a data storage memory section for storing data derived in
the subsystem, means associated with each of said subsys-
tems for entering the data derived therein into storage in
its data storage memory section and for periodically read-
ing stored data from the data storage section to render
the data available to the other of said subsystems.

3. In a data system for performing a plurality of system
functions, the combination comprising, a rotatable mag-
netic drum memory having a plurality of memory sec-
tions, an input data scanning subsystem utilizing one of
said memory sections to store an input scanning program
and another of said memory sections to store the input
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data, means associated with said scanning subsystem op-
erative in accordance with said input scanning program
to scan a plurality of data inputs, means operative dur-
ing preselected drum revolutions to store the scanned data
in said input data storage section and to continuously up-
date the stored input data during each scanning cycle,
said means being operative during other preselected drum
revolutions to read the stored input data, a plurality of
other independently operative subsystems each utilizing
one of said memory sections to store an operational pro-
gram for the subsystem, and means associated with each
of said other subsystems for gating desired input data
from said input data storage section during read opera-
tion of said data reading means in accordance with the
operational program of each of said other subsystems.

4. In a data system for performing a plurality of sys-
tem functions, the combination comprising, a rotatable
magretic drum, an input data scanning subsystem opera-
tive in accordance with a scanning program stored on the

drum to scan in a predetermined sequence a plurality of 2

data inputs and to store the values of the inputs on the
drum, a functionally independent alarm subsystem opera-
tive to compare values of selected inputs with setpoint data
stored on the drum and to store alarm data on the drum,
a functionally independent computer subsystem operative
to make selected computations utilizing selected data in-
puts in accordance with a computational program stored
on said drum and to store the computational results on
said drum, a logging subsystem operative to periodically
log out selected input data, alarm data and computational
results in accordance with a program stored on said drum,
means associated with each of said subsystems to write
data derived in said subsystems on the drum and opera-
tive at periodic intervals to read stored data from the drum
to render it available in parallel to the other subsystems,
and means associated with each of said subsystems for gat-
ing selected data required by the associated subsystem
from storage to the subsystem during read operation of
the last said means.

5. In a data system as claimed in claim 4 further in-
cluding, a display subsystem operative to effect a visual
display of data derived in said input data subsystent, said
alarm subsystem and said computer subsystem, manual
means associated with said display subsystem for initiat-
ing operation thereof to display selected data, and gating
means associated with said display subsystem for gating
the selected data thereto during read operation of said
data reading means.

6. In a data system as claimed in claim 5 further in-

cluding an averaging subsystem operative to average con- j

secutive values of said data inputs in accordance with an
averaging program stored on said drum, and gating means
associated with said averaging subsystem for gating se-
lected data thereto from said input data subsystem during
read operation of said storage data reading means.

7. In a data system as claimed in claim 6 further in-
cluding a control subsystem for logically modifying a
process control system in accordance with a program
stored on said drum, and gating means effective to gate
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selected data thereto during read operation of said storage
data reading means.

8. In a data handling and computing system, the com-
bination comprising, a permanent memory, a plurality
of functionally independent subsystems each operative in
accordance with programs stored in said memory for de-
riving data in accordance with said programs respectively,
means in each of said subsystems for storing the data de-
rived in the subsystems in said memory and for reading
stored data from said memeory to render the stored data
continuously available, a digital computer associated with
one of said subsystems for making computations in accord-
ance with the subsystem program stored in said memory,
and means for gating selected data from said memory to
said computer during read operation of the first said means.

9. In a data handling and computing system as claimed
in claim 8 further including a control subsystem opera-
tive independently of said computer subsystem for con-
trolling a process, and means associated with said control
subsystem for gating selected data from said meniory to
said control subsystem during read operation of the first
said means.

10. In a data handling and computing system, the com-
bination comprising, a permanent memory, a plurality of
functionally independent subsystems each operative in ac-
cordance with a program stored in said memory for de-
riving data in accordance with said programs respectively,
means in each of said subsystems for storing data derived
in each subsystem in said memory and for reading the
stored data from said miemory, a computer subsystzm hav-
ing a computational program stored in said memory, a
digital computer for making calculations in accordance
with said computational program, means for transferring
program instructions from said memory to said computer,
means for gating selected data required by said computa-
tional program from said memory to said computer dur-
ing read operation of the first said means, and means for
storing the computed data in said memory.

11. A data handling and computing system as claimed
in claim 10 further including a functionally independent
control subsystem, a control program for said control sub-
system stored in said memory, means for utilizing data de-
rived in the other of said subsystems for controlling or
modifying a process, means for gating selected data re-
quired by said control program to said process control
means from said memory during read operation of said
stored data reading means.
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